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INTRODUCTION 

Artificial intelligence and large language models (LLMs) like ChatGPT have fast 

gained traction and emblazoned further debate on the use of artificial intelligence (AI) in 

academic research. For some, ChatGPT represents the bogeyman in its deceptively clever way 

of posing as human. In this paper, we take a more optimistic view and argue that ChatGPT and 

other large language models are technological developments that can play a role in interpretive 

qualitative research. Just as previous advances in statistical computing revolutionized 

quantitative research by dramatically extending the speed and power of statistical analyses, so 

do recent developments in artificial intelligence promise to advance qualitative research by 

augmenting (Do et al., 2022) the ability of qualitative researchers to conduct thorough, 

systematic, transparent, and reproducible interpretive analysis.  

In this article, we model augmented qualitative research through an application of the 

large language model ChatGPT1 in interpretive analysis. We present practical guidelines for 

the use of ChatGPT and other similar LLMs. Given ongoing and rapid technological 

developments, this paper aims to start a conversation on incorporating LLMs in interpretive 

work and propose ways to harness the best aspects of LLMs while being mindful of the pitfalls 

of these innovations. In particular, we model two approaches to using LLMs in qualitative 

research, with a focus on qualitative coding and higher-level analysis. Interpretive research 

necessarily involves qualitative or interpretive coding2: the systematic labeling or tagging of 

specific elements within a text, such as themes, sentiments, entities, or events. This coding 

 

1 At the time of this writing, ChatGPT-3 is the latest and most accessible LLM tool. Our assumption is that other 

developments are in short order.  

2 The term ‘coding’ can have multiple meanings when one starts engaging in interdisciplinary work. In the data 

sciences, such activity is often called an ‘annotation’ task, but for the purposes of this paper, the word ‘coding’ 

refers to the qualitative activity of annotating data. Computer coding is described as ‘programming’ in this 

paper. For a longer list of potential ambiguous terms, refer to the Glossary in the Appendix.  
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process serves as a foundation for subsequent analysis, enabling researchers to identify 

patterns, observe changes over time, and draw meaningful insights from text data. Through 

interpretive coding, researchers can effectively categorize and organize information, enhancing 

the accuracy and efficiency of subsequent research tasks. Additionally, coding facilitates data 

sharing and collaboration among researchers, as it provides a common framework for 

understanding and interpreting textual data and contributes to the generation of transparent and 

reliable findings (Kirgil & Voyer, 2022; Nelson, 2021). AI-driven technology can augment the 

researcher in interpretive analyses by performing tasks that are both fine-grained and scalable. 

Interpretive qualitative research design that leverages AI in interpretive work is 

possible. The time is now right for qualitative and interpretive researchers to take advantage of 

AI-driven technologies like ChatGPT and other LLMs. First, advances in the availability of 

digital text and processing power have resulted in large language models trained on a vast 

corpus of diverse digital text data, including books, articles, websites, and other publicly 

available sources, making these models particularly useful for dealing with text. Second, the 

accessibility of ChatGPT and some other models to those without a background in data science 

makes augmented interpretive research feasible for researchers without specialized training. 

Although researchers should understand the basics of ChatGPT or whatever LLM they work 

with, using these tools requires no prior computer programming knowledge and there is no 

need for researchers to be competent in computer and data science.  

However, while ChatGPT and other AI-driven technologies can augment and extend 

researchers’ ability to analyze text (Do et al., 2022), there is very little guidance in the literature 

about how these technologies can be integrated into qualitative research methods. This article 

addresses the need for more detailed information on the utility of LLMs in qualitative work 

and describes how one such model, ChatGPT, can be used in practice. 

 

INTEPRETATIVE ANALYSIS USING LLMs 

The interpretive analysis of text is crucial sociology as it allows researchers to extract 

valuable information and gain a deeper understanding of complex social phenomena. For 

example, interpretive text analysis has been used to answer questions about gender- and race-

based stereotypes (Boutyline et al., 2020; Garg et al., 2018; Bolukbasi et al., 2016), political 

elites (Bonikowski & Gidron, 2016; DiMaggio et al., 2012; Kirgil & Voyer, 2022), class 

distinction (Kozlowski et al., 2019; Voyer et al., 2022), and social movements (Almquist & 
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Bagozzi, 2019; Nelson, 2021), among other topics. Technological developments, in particular 

the increased power provided by advances in AI, extend the possibilities for the interpretive 

analysis of textual data.  

Researchers have long recognized that AI-driven technologies, such as natural language 

processing (NLP) and machine learning, can automate and streamline fundamental tasks in the 

research process, including extracting keywords, sentiments, or themes from large volumes of 

text (Do et al., 2022; Mohr 1998). These developments have contributed to the rise of an entire 

subfield, the Digital Humanities (see for example Distant Horizons). However, with some 

notable exceptions (c.f. Taylor & Stoltz, 2020; Kozlowski et al., 2019; Bodell, Magnusson, & 

Keuschnigg, 2022), AI driven-technologies have not been widely adopted by qualitative 

sociologists, and instead tend to be used as an add-on or supplement to social statistics in 

quantitative research instead of interpretive analysis (Nelson, 2021).  

An interpretive analysis, at its core, positions human meaning-making at the center of 

the research endeavor, implying that meaning is neither given nor fixed but constructed and 

dynamic (Schwartz-Shea, 2014). Consequently, the discourses, actions, artifacts, and text 

constitute the social phenomena of interest. Interpretation-based analysis is distinct from 

dictionary-based methods, which, for example, use the presence or frequency of key words to 

determine what category a selection of text may belong to (Grimmer & Stewart, 2013). While 

valuable for the scalability of qualitative work, our recommendations are not targeted towards 

this type of analysis. Rather, we propose a framework for using LLMs to augment the 

interpretation of the meaning of texts.   

  

RESULTS 

Using the example of finding political lifestyle bundles in Twitter bios and exploring 

norms around smoking across time in etiquette books, we found that using the LLM in both 

deductive and inductive research tasks, augmented the interpretive research process, making it 

possible to achieve more and be more confident in our findings. We determined that the 

research process can incorporate LLMs when it comes to qualitative coding, including both 

index coding, classification, and thematic analysis, and in responding to the researchers’ 

analytical queries. 
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More precisely, when it came to qualitative coding and classification tasks, the 

accessibility and power of the model streamlined and accelerated the research process, and the 

iterative nature of the human-machine interaction prompted transparency and clarity in the 

construction of concepts and qualitative codes. In determining how to prompt the LLM to 

produce the results, we needed to be explicit about background ideas and concept that might 

problematically remain more implicit in fully human interpretive analysis. In addition to 

requiring clarity, ChatGPT took on the role of a research assistant and a research interlocuter 

supplying additional insights into the texts we were analyzing by observing things we missed 

in our human analyses. In this way, LLMs also provide a robustness check similar to inter-

coder reliability by corroborating and challenging the researcher’s interpretations and 

conclusions.  

In addition to coding, classification and thematic analysis, LLMs can be prompted to 

provide a higher-level analysis of the data. In our experience with higher-level analytical 

queries, we found that LLMs are more limited and cannot be relied on to provide a full analysis. 

The human researcher is still the key to good interpretive research. Lacking specific subject 

area expertise and trained to produce answers without an eye to their accuracy, LLMs’ 

responses to analytical queries must be treated with caution and be subject to substantial 

empirical verification. Only the researcher is in a position to conduct an analysis that takes full 

account of the broader academic literature, weighs elements of the text data on the basis of 

their significance, incorporates key theories and context, and keeps in mind the practical and 

ethical concerns that are fundamental to interpretive research in sociology and the other social 

and human sciences. 

 

CONCLUSION 

The emergence of large-language models has unlocked vast potential in various 

domains of natural language processing. These models, such as GPT-3, possess the ability to 

understand and generate human-like text, making them valuable tools for a wide range of 

applications. In this paper, we argue that LLMs can be one way of augmenting the qualitative 

researcher and perform tasks much like a research assistant.  

We argue LLMs are best suited for interpretive research when they are working on the 

classification of specific texts. LLMs excel in text-related tasks, such as answering questions, 

summarizing information, or even engaging in conversation. They can be particularly useful 
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for classifying data with codes specified by the researcher beforehand. They can also illuminate 

latent patterns in text in an efficient manner. However, the results of prompts asking LLMs to 

produce a higher level or second order analyses through analytical queries are less reliable must 

be subject to substantial verification and coupled with the researchers’ own careful and 

independent analysis of the data. It is important to note that LLMs are not designed for 

producing factual information or performing complex data analysis tasks. For higher level 

analysis and critical decision-making, we still need to rely on human researchers. LLMs are 

tools to assist in the process rather than to replace human expertise. 

In conclusion, LLMs present significant potential in the realm of interpretive research. 

Their cost and time effectiveness make them valuable assets for text-related tasks. By utilizing 

these models responsibly and leveraging their strengths in reading and recognizing text, we can 

benefit from their capabilities while being cautious not to rely on them for factual information 

or complex analyses. With careful consideration, LLMs can enhance various stages of 

interpretive research and complement the researcher’s domain-specific, expert knowledge.  
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